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Abstract: - Several non-linear problems, typical of analytical photogrammetry and frequent in digital 
photogrammetry, can be solved with some easy procedures. In this work we propose a two-steps procedure 
based on two phases: Relative Orientation and Absolute Orientation, both characterized by non-linear 
functions. In the first step, it is firstly necessary to form the model, finding the solution of the Relative 
Orientation, and then to reconstruct the object considering the solution of the Absolute Orientation. 
Subsequently, once validated the technique of orientation of two images, a procedure for the orientation of 
three images is proposed. The introduction of a third image allows avoiding human decision to find the final 
solution. In order to find an easy solution for three-image orientation, each model coming from two images of a 
triplet is analyzed, computing the relative orientation thanks to an exhaustive research of preliminary values of 
its parameters. This non-conventional approach supplies the orientation of two images, taking into account 
information among four base solutions. Once each model is relatively registered, the absolute orientation is 
computed by using a linear parameterization. There is also a comparison between the method of the three 
photogrammetric images and a method of Computer Vision that allows low costs, automaticity and immediacy: 
the reconstruction of the 3D model from digital images is performed with algorithms of the Structure from 
Motion technique (SfM). 
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1 Introduction 

The main function of photogrammetry is the 
transformation of data from the image space to the 
object space. This transformation can be made in a 
direct way, with collinearity equations [1], or in two 
steps, with the formation of a model and, only in a 
second time, with the reconstruction of the original 
object [2].  

It is well known that model formation and object 
reconstruction require the solution of the problems 
of Relative Orientation and Absolute Orientation 
respectively, which have both non-linear functional 
models. Therefore, they need respectively an 
exhaustive research of the preliminary values of 
parameters for the model formation, and a 
transformation of the parameters able to transform 
the problem of the object reconstruction in a simple 
linear problem. This way of working makes the 
orientation procedures much more flexible, and 
allows wide applications in close range 
photogrammetry, which is actually growing in 
importance. 

 

 
2 From images to object via model 
In the procedure of object reconstruction, it is 
necessary to take into account that at least two 
images are needed for reconstructing an object. In 
particular, a relation of roto-translation with scale 
variation constitutes the link between the 
coordinates of the point Q (x,y,z) in an image, and 
the coordinates of the corresponding point P 
(X,Y,Z) in the object space. Both reference systems 
are traditionally Cartesian reference systems, but it 
is possible to achieve the same results, with minor 
changes, using a different reference system, suitably 
linked to the previous ones. Let us show the above-
mentioned relation. 
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Where, as shown in Fig.1: 
 x0,y0,c=image coordinates and principal distance 
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000 ΖΥΧ ˆ,ˆ ,ˆ  = coordinates of projection centre 
ΖΥΧ ˆ,ˆ ,ˆ  = object coordinates 

 λ = scale factor, variable point by point 

The photogrammetric technique is based on a 
transformation of a perspective (or a couple of 
perspectives) in a quoted orthogonal projection. In 
this transformation, we have non-linear equations 
and, before starting the plotting, we need 
information about the preliminary value of unknown 
parameters. 

 
Fig.1 Reference photogrammetric systems. 
 

Our main aim is to find expressions working with 
parameters easy to be obtained. In order to orient 
two images in the 3D space, we can choose two 
different procedures: a “one step” or a “two steps”. 
The first procedure is based on collinearity 
equations and needs 12 parameters: X1, Y1, Z1, X2, 
Y2, Z2 (coordinates of the two projection centers), 
and ω1, φ1, κ1, ω2, φ2, κ2 (attituded angles of the two 
sensor). The second one separates the model 
formation (Relative Orientation) from the object 
reconstruction (Absolute Orientation). In this 
procedure, we define the problem of Relative 
Orientation by means of 5 parameters: φ1, κ1, ω2, φ2, 
κ2 (Symmetric Relative Orientation), or by, b z, ω2, 
φ2, κ2 (Asymmetric Relative Orientation). On the 
contrary, to define the problem of Absolute 
Orientation we need 7 parameters:  tx, ty, tz (shift 
vector), λ (scale factor), Ω, Φ, K (Cardanic angles). 
 
 
3 Model Construction 
 
3.1 Relative Orientation Parameters 
Regarding the Relative Orientation, we make an 
exhaustive research of the preliminary values, 
solving a linearized problem in all its possible cases. 
Notice that an exact solution has been found, but it 
leads to an equation of order four, which supplies 
four plausible solutions, as we can easily achieve by 
repeating a linearized problem via an exhaustive 
research.  

The Relative Orientation is based on the 
Coplanarity Condition. It shows that the point P1, in 
the first image, and its homologue point P2, in the 
second image, have a unique corresponding point Q 
on the object.  

In case of Asymmetric Relative Orientation, we 
have to define by, bz, ω2, φ2, κ2, which are the 
parameters of position and attitude of the second 
image, compared to those of the first image. Notice 
that bx is already defined in the Absolute 
Orientation, as the scale factor λ. In case of 
Symmetric Relative Orientation, we have to define 
φ1, κ1, ω2, φ2, κ2, parameters which represent 
position and attitude of the two in the Absolute 
Orientation, as the global attitude angle Ω.  
 

 
Fig.2 Coplanarity condition. 
 
3.2 Exhaustive Research 
For the Relative Orientation, we should have 
previous information about the preliminary values 
of the parameters. It is not always possible to know 
them, before the plotting. Let us point out that non-
conventional photogrammetry implies often camera 
acquisition without classical surveying 
measurement.  
If we consider the classical Symmetric procedure of 
Relative Orientation, we can make an exhaustive 
research of all possible preliminary parameters, 
because we work in a closed group (in the 
topological sense) of values compared to the 
rotations in the space. 

Notice that in the Asymmetric procedure of 
Relative Orientation, we have two shift parameters 
to be searched, but the group of shifting is not a 
closed one, so we had to use a different way to find 
the preliminary values. However with the following 
relations is possible to transform the Symmetric 
Relative Orientation parameters in the Asymmetric 
ones, and vice versa: 
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The convergence of linearization of trigonometric 
functions is acceptable as far as values lower or near 
Π/4. Therefore, we decided to explore all the 
admissible values for rotation angles with a step of 
Π/4, as shown in Table 1.  

As known, if the ϕ angle is around ±Π/2, we 
cannot individuate the k rotation, which is fixed 
equal to zero. Indeed in the polar zones (we 
assumed their range in a circle of one degree), the 
two angles are identical or quasi identical, and this 
fact produced singularity or ill-conditioning. 

 
Table 1. Exhaustive Research for Symmetric 
Relative Orientation parameters. 

 
Where °k1≡0 if ϕ1≡±Π/2 and/or k2≡0 if 

ϕ2≡±Π/2 
The exhaustive research explored

1 2 885885  =××××  possible configurations. For each 
case, a linear system was solved, using the values of 
this configuration (case), as preliminary values of 
the parameters of the Symmetric Relative 
Orientation. 

Examples were carried out in all the middle points 
of the possible configuration. Considering the 5 
parameters of the Symmetric Relative Orientation, 
the angles κ1, ω2, κ2 are defined in a complete 
rotation (8 configurations), whilst ϕ1, ϕ2 are defined 
in a half rotation (5 configurations), which led to the 
above mentioned 12800 cases. 

Each linear system solution gave us the estimate 
parameters for the Symmetric Relative Orientation. 
The convergence to admissible values is when σ0 is 
small enough. Considering only the distinct 
solutions, we found four analytical acceptable 
configurations. 

 
 
Fig.3 The four final possible configurations. 
 
4 Object reconstruction 
 
4.1 Absolute Orientation 
Starting from a rototraslation in the space, a rational 
alternative to classical Rotation Matrix is the 
Rodriguez Matrix. 

)()( 1 SISIR +−= −
                   (9) 

Where I is the identity matrix of 3x3 dimensions, 
and S is an emisymmetric matrix defined as follows: 
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This emisymmetric matrix S permits to find the 

exact solution of the absolute orientation problem, 
thanks to the solution of a linear system, after a 
suitable substitution of variables. We start from the 
conventional rototraslation in the space, with a 
global scale variation λ, and we compute the 
expected value in a way to eliminate the shift vector 
t: 
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            (11) 
Indeed, it is possible to calculate t lately with the 

following expression: 
xRyt λ−=                              (12) 

Making the square of the second expression in the 
formula number (11), we also find an easy 
expression to calculate the scale factor: 

xx
yyxxR xRxyy T

T
TTTT =⇒== λλλ 22

 (13) 
Now we have to make a substitution of variables 

in a way to transform the non-linear problem in a 
linear one: 

(14) 
 

With a further substitution, we obtain our linear 
system of equations: 

ii Rxy λ=
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Thus, after these simple substitutions, we obtain a 
linear solution, showing the direct proportion 
between the model coordinates )w,v,u(xx °°°=  
and the object ones )Z,Y,X(yy = : 

( ) ( ) ( ) ( ) iiiii xSIySIxSISIR xy +=−⇒+−== −       1
        (16) 

      (17) 
Reorganizing matrices and vectors, in a way, 

which collects in a unique vector the three unknown 
parameters, coming from the above mentioned 
emisymmetric matrix, we obtain the following final 
equation: 

   (18) 
 
4.2 Solution of the Absolute Orientation 
In our procedure for the Absolute Orientation, the 
object reconstruction does not need preliminary 
parameters, because we can reach the exact solution, 
by solving the linear system, mentioned in the above 
paragraph. We tested this procedure, considering 
208 possible configurations.  

These cases come from an object rotation 
following the global attitude angles (Ω, Φ, Κ), with 
a step of Π/4. Exam was performed analyzing the 
rotation in the space of a cube with 27 control 
points, regularly distributed. 
 
 
5 Three-images procedure 
 
5.1 Three-image orientation through 
exhaustive research 
In the following, an automatic procedure of external 
orientation of three images will be proposed. This 
procedure doesn’t require previous knowledge of 
the unknown orientation parameters. Indeed, 
exploring the 3D space with a step of Π/4, it is 
possible to find all the preliminary values of the 
unknown orientation parameters.  

This idea want to avoid the linearization of the 
orientation functions supplying the lack of 
information about the position and the attitude of an 
image.  

The procedure is based on the classical two-step 
approach of photogrammetry, i.e. relative and 
absolute orientation.  References [3] and [4] show a 
solution of relative orientation problem based on 

exhaustive research of the preliminary values of 
parameters proposed.  

First, given a tern of images, all possible 
combinations of pairs of images are considered; in 
such a way, their relative orientation is computed, 
by using an exhaustive research of the approximate 
values of the unknown parameters.  

By using this unconventional approach, each pair 
of images gives four analytically acceptable 
solutions, among which, only the decision of the 
user would allow to select the proper one.  

Actually, to start the Absolute Orientation, we 
have to select manually one among the founded four 
configurations. The idea of introducing a third 
image allows to avoid human intervention to find 
the final solution. In fact, after obtaining the four 
possible solutions related to each pair of images, it 
is necessary to perform a linkage between the 
models.  

By following this procedure, sixteen possible 
combinations are obtained; however, only two of 
these combinations, the specular ones, are consistent 
with the observed object.  

Finally, the searched solution is obtained by 
orienting the two possible solutions in an absolute 
reference system.  
 
5.2 Bridging the models 
The step of the Model Construction gives four 
admissible solutions, as above said, and produces 
four distinct models (called A, B, C, D).  

In case of three partially overlapped images, this 
step can be repeated two times. Indeed the model 1-
2 can be formed by the images 1 and 2, and the 
model 1-3 can be formed by the images 1 and 3. A 
3D S-transformation allows to make the bridging of 
these models, taking into account all the four 
models obtained according to the admissible 
solutions founded in the Relative Orientation.  

The procedure leads to sixteen different small 
blocks. 

The majority of these blocks are completely 
unlikely; indeed the sigma naught of the 3D S-
transformation adjustment is enormous. This fact is 
reasonable because if and only if both models (1-2 
and 1-3) are congruent between themselves, the 
bridging can be carried out successfully. 
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Fig.4 The two small blocks obtained after the model 
bridging (the second one is incongruent). 

 
 
 
6 Numeric experiments 
To verify precision, accuracy and reliability of these 
techniques, a program in Fortran 95 language 
(compiled and assembled with Lahey-Fujitsu 
Fortran 95 version 5.6) was written, implemented 
and tested. In all the examples, we introduced 
random errors, with standard deviation of 20 μm, as 
usual in photogrammetry. In the following flowchart 
(Fig.5), we will summarize the global procedure for 
the orientation of two images, then we will present a 
brief explanation of these programs. 

 
 
Fig.5 Global procedure for the orientation of two 
images. 

 
ORPHO_ it converts Cardanic angles in Eulerian 

angles and viceversa. This is a very large 
transformation used in close range photogrammetry, 
because it is essential for the image orientation, 
when the rotation angles are acquired by surveying 
measurements. 

ORSYM_ it calculates the preliminary values for 
the Symmetric Relative Orientation. It solves 12800 
linear problems, exploring all possible 
configurations in the space, with a step of Π/4. The 
same program, choosing one of the four distinct 
solutions, allows to calculate the preliminary 
parameters for the Asymmetric Relative Orientation. 

ORELA_ it calculates the adjusted parameters of 
the Asymmetric Relative Orientation, starting from 
its preliminary ones. If these preliminary values are 
unknown, at the data acquisition, it is possible to get 
them from the results of the previous program. On 
the contrary, if they are already known, it is possible 
to transform the Eulerian angles into the Cardanic 
ones, by means of ORPHO. 

ORABS_ it calculates the adjusted Absolute 
Orientation parameters. They are calculated with a 
simple substitution of variables, able to transform 
the non-linear problem of the Absolute Orientation 
in a linear one. 

Before to conclude we wish to presents some 
results of these experiments. We considered robust 
statistical index (mode, median, 1st and 3rd 
quantiles), able to analyse distribution free 
problems. 

The following tables and figures show the 
difference among the nominal values and the 
preliminary ones. 

 
 

 
 
 
 

 
 

 
 
Fig.6 Absolute Orientation Results. 

 
 Δφ1 Δκ1 Δω2 Δφ2 Δκ2 

mode 8 5 8 7 7 
percentile 0,25 18 11 33 16 22 
median 46 41 91 36 53 
percentile 0,75 84 99 176 68 139 
max 287 569 937 286 827 

 

 
Fig.7 Symmetric Relative Orientation results. 
 

 Δφ1 Δκ1 Δω2 Δφ2 Δκ2 

mode 96 491 208 14 275 
percentile 0,25 36 224 362 19 250 
median 68 432 760 47 514 
percentile 0,75 102 682 1301 98 862 
max 165 2205 2937 251 1895 

 

 

 

 Ω Ψ Κ 
mode 17 1 0 
percentile 0,25 10 5 10 
median 21 13 22 
percentile 0,75 38 25 39 
max 93 56 86 
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Fig.8 Symmetric Relative Orientation results (Polar 
regions). 
 
In the light of the proposed experiments, new 
programs, which would permit an easy solution for 
the Relative and Absolute Orientations, gave very 
satisfied expected results. This procedure has great 
potentiality for non-conventional data acquisition 
(e.g. amatorial images, images coming from 
unknown and old sources, equipped vehicles, 
robots, and many other applications in close range 
photogrammetry). The advantage of a linear 
Absolute Orientation should also taken into account. 
Moreover, even if the solution achieved in the 
Relative Orientation requires an exhaustive 
research, it is again quick and easy, and seems to 
solve positively the problem how to acquire the 
preliminary values of the Relative Orientation 
parameters. 
 
 
7 A global procedure for 3 images 
orientation 
As above shown, the global procedure for the 
orientation of two images can be summarized in the 
flowchart of Fig.5. With the new procedure, we 
eliminate any human intervention after the starting 
inputs. For that reason we unify all the Orientation 
programs in one called ORTRE. This program can 
run automatically and is able to find the adjusted 
parameters of the Absolute Orientation. 

In the following flowchart (Fig.9) we want to 
show how all the global procedure run after the 
starting inputs of three images which is the same as 
for the orientation of two images. 
 

 
Fig.9 Image Orientation – Global Proced. (ORTRE 
Program). 

Below we present an application of 
photogrammetric theory above treated to get the 3D 
model which subsequently is processed and 
displayed with Photo Modeler. 

The above-described method has been tested on 
a lab model: we made in the laboratory a model of 
the confluence in this portion of land. The following 
were the results of modeling displayed within the 
software Photo Modeler. 
 

 
Fig.10 Hydraulic Model in working conditions. 
 

Applying the photogrammetric technique, we 
reconstructed the 3D model. 
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Fig.11 Visualization of 3D Model with Photo 
Modeler 
 
 
8 Computer Vision 
Regarding the second method, we present the results 
of testing and comparison between the two methods 
applied and implemented. 
 
8.1 Method of Computer Vision 
Objective of the work is to estimate, more precisely 
as possible, a 3d model of marine surfaces. 
Specifically, we presented the same innovative 
proposal – rigorous photogrammetry type that 
makes use of three frames acquired simultaneously 
from different locations – and a methodology of 
Computer Vision. 

The advantages of the Computer Vision 
technique, as is known, are low costs, automaticity 
and immediacy: we can get an accurate and usable 
result for further processing and analysis processes. 
Following the acquisition of the images, the 
reconstruction of the 3D model from digital images 
was performed with commercial software, based on 
special algorithms of the Structure from Motion 
technique (SfM). The SfM is successfully used in a 
wide range of applications, for generation of 
photogrammetry, survey and topographical 
mappings, to control activities, for the evaluation of 
damage due to disasters as well as for the 
preservation of evidence for legal disputes 
resolutions. 

 
8.2 Application and study area 
While waiting to comparing a hydraulic model 
confluence already experienced in Milan, we 
present the results of experiments made comparing, 
on a sea area of Reggio Calabria [5], the model 
obtained through the methodology of Computer 
Vision with the model obtained from the rigorous 
photogrammetric technique with three cameras. 

The software used was PhotoScan in the 
Professional version 1.2.4, developed by Agisoft 
House LLC of St. Petersburg (Russia). For imaging 
we used a HP Z800 workstation, with two CPU 
Xeon Hexa Core X5650, 64 GB Ram, mass storage 
128 GB SSD and additional Hard Disk 2TB, two 
video cards NVIDIA Quadro FX 4800, each with 1, 
5 GB RAM, and OS Windows 7 Professional 64-bit. 

The computerized processing procedure to a 3D 
model frames took place in a specific order in 
different phases.  

The first phase was the alignment of the images 
and the construction of the sparse point cloud (cloud 
points basis). This step identifies the common points 
in both frames using the image matching algorithms. 
The points selected in the various photos must 
necessarily have some features in common to be 
able to be properly overlapped.  

The result is an overall view of all shooting 
points positioned along the three Cartesian axes 
(local reference system) and the points constituting 
the cloud of anchorage points.  

The construction of the denser point cloud (dense 
cloud points) represents the second stage of 
processing, in which starting from the cloud of 
sparse points we get a more detailed and dense 
cloud of points. 

 

 
Fig.12 Texture obtained with point shooting. 
 

 
Fig.13 Detail of texture. 
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Fig.14 Extension of sea modeled. 
 

The 3D model with texture can be scaled and 
geo-referenced using the data collected during the 
campaign of shooting and establishing, on the 
frames and on the model of those markers points, 
for scaling the model. For validating results 
obtained in experiments carried out by the use of the 
pair of digital cameras and commercial software 
Agisoft PhotoScan (a "low-cost model"), we 
realized a metric three-dimensional model of the sea 
surface, in the same area and at the same moment, 
experiencing the use of three digital cheap 
camcorders resistant to weathering NILOX Mini 
Action Cam. We placed devices triangularly at 
equal distances of 1 m, performing the processing of 
the acquired data using the rigorous and 
experimental photogrammetric methodology with 
three cameras already exposed in the preceding 
paragraphs of the article. 

In terms of accuracy, estimation of the leading 
photogrammetric orientation parameters, accuracy 
of results, we found a substantial similarity of 
results of the two models.  

 

 
Fig.15 3D model (rigorous photogrammetric 
technique). 

 
 

Table 2. Comparison of the values obtained from 
the two models 

 
 Δ [m] σ [m] 

Technique 1 0.05 0.07 
Technique 2 0.03 0.06 

 
 
Fig.16 shows comparisons between the two 

techniques in terms of accuracy obtained by setting 
the target positioned on the homologous elements, 
such as the edges of the reef and the “test” fixed 
points arranged appropriately on the sea surface. 
 

 
Fig.16 Comparison of the results obtained by the 
two techniques. 

 
 

9 Conclusions, further developments 
We proposed a solution to solve for the problem of 
object reconstruction from three images not 
requiring any initial approximations for orientation 
parameters.  

This first procedure is based on the classical two 
steps approach of photogrammetry, i.e. relative and 
absolute orientation. All possible combinations of 
pairs of images in the triplet are considered and 
relatively registered by an algorithm running on 
exhaustive research [3], [4]. 

Advantages of this method are twofold. First, the 
three-image approach is based on a more reliable 
configuration with respect to simple relative 
orientation of a pair of images. Secondly, the 
method is very suitable to provide initial values of 
the unknowns to solve for machine vision or 
complex photogrammetric problems.  

This way of working makes the orientation 
procedures much more flexible, and allows wide 
applications in close range photogrammetry, which 
is actually growing in importance. Indeed not only 
classical close range photogrammetry, (e.g. for 
architectural and archaeological surveying as well as 
for industrial applications), but also data acquisition 
by equipped vehicles, and robots are nowadays 
typical data, largely diffused.  

Especially in the last cases, the need of real time 
(or quasi-real time) data processing and validation is 
very high. For these reasons, model formation and 
object reconstruction require the solutions of the 
problems of Relative Orientation and Absolute 
Orientation respectively, avoiding to waste time in 
an “a posteriori” search of preliminary values. 
Having regards to the promising results obtained, 
we may experience the technique of Computer 
Vision also on the same study area described in the 
previous sections of this paper. 

 
 

Appendix A 
The purpose of this appendix, as well as of the 
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following one, is to report some formulas and 
relations, in order to help the reader to recognize, 
what presented and explained in the previous 
paragraphs.  

Therefore taking into account the attitude angles, 
the following matrices represent the rotation 
matrices written respectively with the Cardanic 
angles and Eulerian ones. 

 

ϕωϕωϕ
ϕωωϕωωϕ
ϕωωϕωωϕ

c o sc o sc o ss i ns i n
ss i nc o skc o ss i ns i n ks i ns i nkc o sc o ss i n kc o s

kcs i nc o ss i n ks i nkc o ss i ns i ns i n kc o skc o sc o s

−
+−−
−+

 

ζζϑζϑ
ζααζϑαϑαζϑαϑ
ζααζϑαϑαζϑαϑ

c os i nc o ss i ns i n
sc oc o sc o sc o ss i ns i nc o sc o ss i ns i nc o s
ss i ns i nc o sc o sc o ss i ns i nc o ss i nc o sc o s

−
+−−−
+−

 

 
From both matrices it is easy to derive the attitude 

angles, noting that particular care is required in the 
Polar Region, due to the well-known singularity of 
the rotation group in the space.  

Moreover, because the rotation matrix is 
obviously unique, this matrix allows passing from 
the Cardanic angles to the Eulerian ones, and vice 
versa. 

Furthermore as already explained, an 
advantageous alternative to the classical rotation 
matrix is given by the Rodriguez Rational Matrix: 
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where its parameters generally have any physical 
meaning. 
 
 
Appendix B 
This appendix wants to present, very shortly, the 
analytical definition of the coplanarity condition, 
both in the Asymmetric configuration and in the 
Symmetric one. 

The first case points out the coplanatity of four 
point, i.e. two projection centers and two points, of a 
unique object point, in two different images: 
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The same condition leads to an easier expression, 

which points out the coplanarity condition of three 
vectors: the baseline, the direction from the first 
image point to the observed object point and the 
direction of the second image point  to the same 
observed object point: 

 

0

2

21

21

=
− ζ

η
ξ

cb
yb
xb

z

y

x

 

 
Thus, the calculation of this determinant leads to 

the following relation, known as coplanarity 
condition for the Asymmetric configuration: 

 
( ) ( ) ( ) 02121221221 =−++−+ ξηξζηζ yxbcxbcyb zyx  

 
In the same way, assuming the same coplanarity 

condition of the same four point, in the different 
reference system, given by the Symmetric 
configuration: 
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and passing to the analogous coplanarity condition 
of the same three vectors, under the same 
(Symmetric) conditions: 
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the calculation of this determinant leads to the 
following relation, known as coplanarity condition 
for the Symmetric configuration: 
 

02121 =− ηζζη  
 

The general form of the two coplanarity 
conditions are omitted, in sake of brevity, but it is 
not so difficult to derive them, taking into account 
the derivatives of the rotation matrix, respect to the 
above the attitude angles. 
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